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XGBOOStE [

B M .

™ Flexible

Supports regression, classification, ranking and
user defined objectives.

# Multiple Lanuages

Supports multiple languages including C++,
Python, R, Java, Scala, Julia.

& Distributed on Cloud

Supports distributed training on multiple
machines, including AWS, GCE, Azure, and
Yarn clusters. Can be integrated with Flink,
Spark and other cloud dataflow systems.

B https://xgboost.readthedocs.io/en/latest/

ARLE

B https://github.com/dmlic/xgboost/
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dmlc / xgboost

<» Code Issues 295 Pull requests 5

Wiki

Pulse

Graphs

© Watch

i Portable

Runs on Windows, Linux and OS X, as well as
various cloud Platforms

&+ Battle-tested

Wins many data science and machine learning
challenges. Used in production by multiple
companies.

~ Performance

The well-optimized backend system for the best
performance with limited resources. The
distributed version solves problems beyond
billions of examples with same code.

484 destar 4277 ¥Fork 2322

Scalable, Portable and Distributed Gradient Boosting (GBDT, GBRT or GBM) Library, for Python, R, Java, Scala, C++ and more. Runs on

single machine, Hadoop, Spark, Flink and DataFlow

D 2,828 commits

71 branch

T 7 releases

12 137 contributors

Branch: master =

ﬁtqchen committed on GitHub [CORE] Refactor cache mechanism (#1540)

Bl R-package

| amalgamation

Fix the "Mo visible binding” CRAN checks (#1504)

[R-package] GPL2 dependency reduction and some fixes (#1401)

| demo resolved dead link in demo/distributed-training/README.md (#1484)

& dmlc-core @ ¢5¢3312

Fix warnings from g++5 or higher (#1510)

il doc Fix minor typos in parameters.md (#1521)

Bl include/xgboost

[CORE] Refactor cache mechanism (#1540)

CWTA Clone or downioad + |

Latest commit ecec5f7 a day ago
9 days ago

a menth ago

16 days ago

8 days ago

6 days ago

a day ago


https://xgboost.readthedocs.io/en/latest/
https://github.com/dmlc/xgboost/

G

class xgboost. DMatrix (data, label=None, missing=None, weight=None, silent=False,

S

feature_names=None, feature_types=None)

Bases: object
Data Matrix used in XGBoost.

DMatrix is a internal data structure that used by XGBoost which is optimized for both memory efficiency
and training speed. You can construct DMatrix from numpy.arrays

feature_names
Get feature names (column labels).

Returns: feature_names
Return type: list or None

feature_types
Get feature types (column types).

Returns: feature_types
Return type: list or None

BB AR LS S 6/20 mm&iﬁ'ﬁ-ﬂﬁ

ChinaHadoop.cn



MIZk

BB AL SIS

xgboost. train (params, dtrain, num_boost_round=10, evals=(), obj=None, feval=None,
maximize=False, early_stopping rounds=None, evals_result=None, verbose_eval=True,

learning_rates=None, xgh_model=None, callbacks=None)
Train a booster with given parameters.

Parameters: «
L]

params (dict) — Booster params.

dtrain (D/\atrix) — Data to be trained.
num_boost_round (inf) — Number of boosting iterations.
evals (list of pairs (DMatrix, string)) — List of items to be evaluated during training, this
allows user to watch performance on the validation set.

obj (function) — Customized objective function.

feval (function) — Customized evaluation function.

maximize (bool) — Whether to maximize feval.

early_stopping_rounds (inf) — Activates early stopping. Validation error needs to
decrease at least every <early_stopping_rounds= round(s) to continue training.
Requires at least one item in evals. If there’s more than one, will use the last. Returns
the model from the last iteration (not the best one). If early stopping occurs, the model
will have three additional fields: bst.best_score, bst.best_iteration and
bst.best_ntree_limit. (Use bst.best_ntree_limit to get the correct value if
num_parallel_tree and/or num_class appears in the parameters)

evals_result (dict) —

This dictionary stores the evaluation results of all the items in watchlist. Example: with
a watchlist containing [(dtest 'eval’), (dtrain,train’)] and a paramater containing
(‘'eval_metric’, ‘logloss’) Returns: {'train’: {logloss’: ['0.48253°, '0. 359537}

‘eval’: {logloss”: ['0.480385', ‘0.357756']}}

verbose_eval (bool or int) — Requires at least one item in evals. If verbose_eval is
True then the evaluation metric on the validation set is printed at each boosting stage.
If verbose_eval is an integer then the evaluation metric on the validation set is printed
at every given verbose eval boosting stage. The last boosting stage / the boosting
stage found by using early_stopping_rounds is also printed. Example: with
verbose_eval=4 and at least one item in evals, an evaluation metric is printed every 4
boosting stages, instead of every boosting stage.

learning_rates (/ist or function) — List of learning rate for each boosting round or a
customized function that calculates eta in terms of current number of round and the
total number of boosting round (e.g. vields learning rate decay) - list I eta = [[boosting
round] - function f: eta = f(boosting round, num_boost_round)

xgb_model (file name of stored xgb model or '‘Booster' instance) — Xgb model to be
loaded before training (allows training continuation).

callbacks (list of callback functions) — List of callback functions that are applied at end
of each iteration.

Returns: booster
Return a trained booster model



T

predict (data, output_margin=False, ntree_limit=0, pred_leaf=False)
Predict with data.

NOTE: This function is not thread safe.

For each booster object, predict can only be called from one thread. If you want to run prediction
using multiple thread, call bst.copy() to make copies of model object and then call predict

Parameters: « data (DMatrix) — The dmatrix storing the input.

« output_margin (bool) — Whether to output the raw untransformed margin value.

» ntree_limit (int) — Limit number of trees in the prediction; defaults to 0 (use all
trees).

» pred_leaf (boo/) — When this option is on, the output will be a matrix of (nsample,
ntrees) with each record indicating the predicted leaf index of each sample in each
tree. Note that the leaf index of a tree is unique per tree, so you may find leaf 1 in
both tree 1 and tree 0.

Returns: prediction
Return numpy array

Bk AT A T 8/20 I U 5 Pr

ChinaHadoop.cn



Kagglei&i 71

Kaggle2 ~N#KE 2 ERF &, Mik.
https.//www.kaggle.com/,

EM AR TSGR T

Hi zoubo! We'd like to welcome you to Kaggle.

Since you're new, here's just a few ways to get started:

rorﬂé—;—g”én% {

Explore the competitions Learn from great code Visit the jobs board
Download data from one of Check out best practice See who's hiring on our .
BEXMIFTH the active competitions code from top Kagglerson  jobs board. m ]C-Ihl]r%aﬁfﬁ

listed below. our kernels page.


https://www.kaggle.com/

Active Competitions

.. - i5d
Predicting Red Hat Business Value s
_ _ 1685 teams
Classify customer potential 1470
kernels

o

Bosch Production Line Performance 2 months
Reduce manufacturing failures ZIIEANS
$30,000
.= . . - 41 h
S E Meta Kaggle A TalkingData Mobile User Demographics ours
Kaggle's public data on competitions, users, submission scores, and '. _: to know millions of mobile device users 1714 teams
et to know ons obile dev sers
kernels lﬂlHIII[IIlﬂ[EI 2813
kernels
A
Amazo;}:lne ond RE\';'QWS A Melbourne University AES/MathWorks/NIH Seiz... 2 months
Analyze ~ 000 f views from Amaz
fneEe ' pod revisws from Amazen ] . J Predict seizures in long-term human intracranial EEG recordings 0 e
THE UNIVERSITY OF $20,DDD
MELBOURNE
NBA shot logs . 26 days
) g ﬂ Integer Sequence Learning Y
3 Maoneyball data, for basketball. . 218 teams
i 415 kernels
Knowledge
101

Titanic: Machine Learning from Disaster 5 months

Leaf Classification

Predict survival on the Titanic using Excel, Python, R & Random Forests 52 teams

Can you see the random forest for the leaves?
! 71 kernels

Digit Recognizer . 57 d
g. g. . . . Painter by Numbers avs
Classify handwritten digits using the famous MNIST data 29 teams
Does every painter leave a fingerprint? 97 kernels
Knowledge

Knowledge

Detect the location of keypoints on face images ’ 83 teams
80 kernels
Knowledge

Sold! How do home features add up to its price tag?

Facial Keypoints Detection
P _ House Prices: Advanced Regression Techniques 5 months

First Steps With Julia

a Use Julia to identify characters from Google Street View images

5 months
3 teams

4 kernels
Knowledge

Dogs vs. Cats Redux: Kernels Edition
" Distinguish images of dogs from cats

A




Knowledge - 4,650 teams

Titanic: Machine Learning from Disaster

°
Fri 28 Sep 2012 Sat 31 Dec 2016 (3 months to go)
Dashboard Competition Details » Getthe Data » Make a submission
Home ft
Data g I I 1 I I
N Predict survival on the Titanic using Excel,
Make a submission ®
ot . Python, R & Random Forests
Description
:”:'at o If you're new to data science and machine learning, or looking for a simple intro to the
s Kaggle competitions platform, this is the best place to start. Continue reading below
Frequently Asked Questio... the competition description to discover a number of tutorials, benchmark models, and
Getting Started With Excel more

Getting Started With Pytho...
Getting Started With Pytho...
Getting Started With Rand... o ) .
New: Getting Started with R Competition Description
Submission Instructions
The sinking of the RMS Titanic is one of the most infamous shipwrecks in history. On

Forum - April 15, 1912, during her maiden voyage, the Titanic sank after colliding with an
Kernels il iceberg, killing 1502 out of 2224 passengers and crew. This sensational tragedy
New Script shocked the international community and led to better safety regulations for ships.

MNew Motebook
One of the reasons that the shipwreck led to such loss of life was that there were not

enough lifeboats for the passengers and crew. Although there was some element of
Visualization ? luck involved in surviving the sinking, some groups of people were more likely to
survive than others, such as women, children, and the upper-class.

Leaderboard

My Team i
GitHub & In this challenge, we ask you to complete the analysis of what sorts of people were
My Submissions & likely to survive. In particular, we ask you to apply the tools of machine learning to

predict which passengers survived the tragedy.
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Eraund, Mr. OCwen Harris
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Heikkinen, Miss. Laina
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Emir, Mr. Farred Chehab
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Sex
male
female
female
female
male
male
male
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female
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female
female

F
hge
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358
35
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14
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14
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Ticket
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113803
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17453
340000
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113783
445, 2151
347082
350406
248706
3B2652
244373
345763
2643
230865
24RE08
330923
113788
340000
S47077
2631
15950
330050
349216
PC 17801
PC 175689
339677

I
Fare
T. 28

T1. 2833
T. 925
831
3. 08
3. 4583

51. 8625
21.075

11. 1333

30,0708
16. 7
2f. 55
3. 05
31.275
7.8542

16

29.125

13

13
T. 225

26

13

3. 0252
38,5
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31. 3874
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VARTABLE DESCRIPTIONS:

survival Survival
(0 = No: 1 = Yes)
pclass Passenger Class
(1 =1st;: 2 =2nd; 3 = 3rd)
name Name
sex Sex
age Age
sibsp Number of Siblings/Spouses Aboard
parch Number of Parents/Children Aboard
ticket Ticket Number
fare Passenger Fare
cabin Cabin
embarked Port of Embarkation

(C = Cherbourg: Q = Queenstown: S = Southampton)

SPECTAL NOTES:
Pclass is a proxv for socio—economic status (SES)
1st ~ Upper; 2nd ~ Middle; 3rd = Lower

Age is in Years: Fractional if Age less than One (1)
If the Age is Estimated, it is in the form xx.5

With respect to the family relation variables (i.e. sibsp and parch)
some relations were ignored. The following are the definitions used

for sibsp and parch

Sibling: Brother, Sister, Stepbrother, or Stepsister of Passenger Aboard Titanic

Spouse: Husband or Wife of Passenger Aboard Titanic (Mistresses and Fiances Ignored)
Parent: Mother or Father of Passenger Aboard Titanic
Child: Son, Daughter, Stepson, or Stepdaughter of Passenger Aboard Titanic

Other family relatives excluded from this study include cousins,
nephews/nieces, aunts/uncles, and in-laws. Some children travelled
only with a nanny, therefore parch=0 for them. As well, scme
travelled with very close friends or neighbors in a village, however,
the definitions do not support such relations
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== HH
AH \i def load data(file_name, is_train):
il[:] data = pd.read_csv(file name) # 7750/ 7=

# print data.describe()

Skis

£ -.-
Z IF

dat [ Sex'] = data['Sex'].map({ 'female': @, 'male’': 1}).astype(int)

‘-_| 1T

L‘l']'|:

# FAIRE N ERKE
if len(data.Fare[data.Fare.isnull()]) > @:
fare = np.zeros(3)
for f in range(e, 3):
fare[f] = data[data.Pclass == f + 1]['Fare'].dropna().median()
for f in range(e, 3): # loop @ to 2
data.loc[(data.Fare.isnull()) & (data.pclass == f + 1), 'Fare'] = fare[f]

mean_age

prlnt Fﬁﬂﬁ%ﬁﬂﬂﬂﬁtﬁiﬁ%- —-start--

data for age = data[['Age’, 'Survived', 'Fare', 'Parch’', 'Sibsp', 'Pclass']]
age exist = data _for_age.loc[(data.Age.notnull())] # F=& 7aixi7ar5

age null = data for_age.loc[(data.Age.isnull())]

# print age exist

X = age exist.values[:, 1:]

y = age exist.values[:, 0]

rfr = RandomForestRegressor(n_estimators=1200)

rfr.fit(x, y)

age hat = rfr.predict(age null.values[:, 1:])

# print age_ hat
BB R AR B data.loc[(data.Age.isnull()), 'Age'] = age hat
print 'BEVLFZRRTA S RER: --over--"



if name_ == "_main__":
X, y = load data('s.Titanic.train.csv', True)
x_train, x test, y train, y test = train test split(x, y, test size=8.5, random_s

Ir = LogisticRegression(penalty="12")
~ lr.fit(x_train, y train)
]zlﬁ:l \y"] y hat = 1lr.predict(x test)
\/ S 1r _rate = show accuracy(y hat, y test, "LogisticlEIH )
# write _result(lr, 1)

rfc = RandomForestClassifier(n estimators=108)
rfc.fit(x_train, y train)

y_hat = rfc.predict(x_test)

rfc_rate = show accuracy(y_hat, y test, 'BEEHLZEH ")
# write result(rfc, 2)

# XGBoost

data train = xgb.DMatrix(x train, label=y train)

data test = xgb.DMatrix(x test, label=y test)

watch _list = [(data_test, "eval’), (data _train, "train’)]

param = {'max_depth': 3, 'eta’': ©.1, 'silent’': 1, 'objective': 'binary:logistic'}
# 'subsample’: 1, ‘alpha': @, ‘"lambda’: @, 'min child weight': 1}

bst = xgb.train(param, data train, num _boost round=10@, evals=watch list)

y_hat = bst.predict(data_test)

8.5 Titanic

PR EVAL—ErTor: V. 143000 Tralli—ertor: v, [U32ys
3 (93] eval—error:(. 143605 train—error:0. 103293
= [94] eval—error:0. 143605 train—error:0. 103293
[95] eval—error:(. 144353 train—error:0. 104790
s [96] eval-error:(. 144353 train—error:0. 104790
m [97] eval—error:0. 144333 train—error:(0. 104780

[98] eval—error:(. 146397 train—error:0. 104790

[99] eval—error:(. 146397 train—error:0. 104790

BRI AT Logistic[ElIH: TE?. 833%
FEHLERFR: 92. 745%

XGBoost: 85. 340%
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222 3 HR

Tiangi Chen and Carlos Guestrin. XGBoost: A Scalable
Tree Boosting System. In 22nd SIGKDD Conference on
Knowledge Discovery and Data Mining, 2016

API.
http://xgboost.readthedocs.io/en/latest/python/python api.html

Python.
https://github.com/dmlic/xgboost/tree/master/demo/quide-python

443+ https://xgboost.readthedocs.io/en/latest/model.html
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http://xgboost.readthedocs.io/en/latest/python/python_api.html
https://github.com/dmlc/xgboost/tree/master/demo/guide-python
https://github.com/dmlc/xgboost/tree/master/demo/guide-python
https://github.com/dmlc/xgboost/tree/master/demo/guide-python
https://xgboost.readthedocs.io/en/latest/model.html
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